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ABSTRACT
of the qualifying work
for obtaining the educational and qualification level “bachelor”
Litsman Maryna Andriivna
ANALYSIS AND FORECASTING THE IMPACT OF THE COUNTRY'S
DIGITALIZATION LEVEL ON ITS ECONOMIC DEVELOPMENT

The fourth industrial revolution led to the invention and implementation into
various spheres of life of artificial intelligence, the Internet of Things and Services. We
can say that the economy is being transformed into a digital one.

The main advantages of digitalization are: increasing productivity by reducing
manual labor and thus improving product quality.

On the other hand, digitalization can increase unemployment due to robotization
of processes, people can be not fine with.

But today the main problem is that digitalization highly affects on the level of
cybercrime. That is why the topic of the diploma is relevant, which is devoted to
determining the impact of the level of digitalization of the country on the factors of its
economic development in order to identify those who have the closest relationships,
which will build models for forecasting.

The object of this study is the economic indicators of the world, such as GDP,
life expectancy, income, etc.

The subject of the study is statistical, analytical and software tools used to
identify economic factors that are affected by the level of digitalization of the country.

Methods of research — analysis of empirical databases for 138 countries on their
economic and digital development in 2019.

Information base — World Bank Internet resource and the e-Governance
Academy Foundation; Python programming language documentation.

The main contribution of the work is the results of the study were tested by
publishing 1 article in a professional journal of category B and implementation in the
discipline of the educational process "Introduction to Business Analytics" and

"Forecasting of socio-economic processes".



Keywords: digitalization, economic development, cluster analysis, principal
components method, polynomial regression.

The content of the qualification work is presented on 31 pages. The references
consist from 30 names, placed on 3 pages. The work contains 20 figures, 2 appendices.

Year of performance of qualification work — 2022. Year of protection of work —
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INTRODUCTION

The digital world has evolved at a huge rate in the last decade. The development
of the Internet, mobile communications, and online services is a basic tool for shaping
the digital economy.

These processes affect all sectors of the economy and social activities,
manufacturing, health care, education, finance, transport, and so on. It is known that
not all countries are developing equally and an important feature is the rapid increase
in the digital divide, which threatens to lag behind. For any country, the manufacturing
sector and maintaining its own technological level is a strategically important national
task for the development of the economy, services and ensuring the growth of income
and national welfare. [1].

That i1s why the topic is devoted to statistical analysis and modeling of the
process of identifying economic factors that affect the level of digitalization of the
country. Accordingly, the relevance of the topic allowed to determine the object and
subject of research.

The object of this study is the economic indicators of the world, such as GDP,
life expectancy, income, etc.

The subject of the study is statistical, analytical and software tools used to
identify economic factors that are affected by the level of digitalization of the country.

—  The object and subject of the study was determined by its purpose. The
purpose of the research is to study the impact of digitalization of countries on their
economic development, which is to identify clusters of countries with similar trends,
as well as to build models for forecasting the development of individual economic
factors depending on the level of digitalization. To achieve this goal it is necessary to
implement the following tasks:

— describe the essence of digitalization of the country;

— 1dentify economic factors that are affected by the level of digitalization

of the country;



— develop a conceptual research model;

—  calculate and analyze basic statistics;

—  visualize the main factors;

—  perform correlation analysis and apply the principal components method,;

—  to carry out a cluster analysis of countries by the level of digitalization,
taking into account the level of economic development;

—  build models for predicting the impact of digitalization on the factors of
economic development.

The information and factual base of the study consisted of: empirical databases
for 138 countries on their economic and digital development in 2019. The source of
indicators presented in the paper is the World Bank Internet resource and the e-
Governance Academy Foundation; Python programming language documentation
used for calculations. An array of data was generated and cleaned up for missing
values, duplicates, anomalous emissions, etc.

The results of the study were tested by publishing 1 article in a professional
journal of category B and implementation in the discipline of the educational process

"Introduction to Business Analytics" and "Forecasting of socio-economic processes".



1 ANALYSIS OF THE PROCESS OF IDENTIFYING ECONOMIC FACTORS
AFFECTED BY THE LEVEL OF DIGITALIZATION OF THE COUNTRY

1.1  The essence of digitalization of the country

Digitalization is the introduction of modern digital technologies in various
spheres of life and production. Globalization is a concept of economic activity based
on digital technologies implemented in various spheres of life and production. And this
concept is widely implemented in all countries.

Why haven't all countries reached digitalization yet and why isn't it working as
globally as we would like? There is one small nuance: to digitize all countries, you
need to start electrifying them. People in Africa or the northernmost parts of our planet,
for example, find it difficult to explain the advantage of a smart refrigerator that will
check the freshness of products and order new ones if necessary. Especially if these
people store all the products in the basement and grow everything in their own gardens.
They simply do not understand modern technologies.

Apparently, the main area where digitalization is sought in all countries is the
economy, which is gradually becoming digital today. That is, all data is processed
digitally.

The digital economy is an economy based on technology using leading
computing devices and technology. This type of economy is sometimes confused with
the Internet economy or the web economy. Digital economy is the sale, production and
delivery of goods (services and documentation) via the Internet.

The term "digital economy" first appeared in 1995 in the scientific works of
Professor of Management D. Topscott from Canada and quickly spread all over the
word, replacing such economic sciences and concepts as "New Economy", "Web
Economy", "Internet Economy" , "Network Economy", and giving this term a more
specific meaning. According to the scientist, in comparison with the traditional market,
the advantages of digitalization should include: the virtual nature of economic

relations; lack of physical weight of products, the equivalent of which will be the
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amount of information; low level of costs for the production of electronic goods and
less space that will be occupied by electronic means and media; instant global data
exchange via the Internet; emergence of new digital currencies.

The transformation into a digital economy allows citizens to access services and
goods faster and easier. Consequently, a huge contribution to the development of the
digital economy of a state is planned.

The digital economy of the state, which focuses on a new type of information
and telecommunication technologies, is a key and modernized sign of sustainable
economic development of the country. There are objective reasons for this: the use of
computers in all spheres of life, the absolute and full use of mobile devices, the growing
network dependence in society, the constant need for the most "digital" workers in the
labor market.

If we take into account the updates in the economic dictionary, then such terms
as cyberphysical systems, sensor technologies, big data analysis technologies, etc. have
been established. For developing countries, the reorientation of the economy to a digital
way of functioning is accelerating.

The digital economy can be defined as an economy based on the transfer of data,
which due to modern opportunities for their generation, analysis and further decision-
making become a valuable resource. Provision of digitalization is carried out in the
information and computer environment by means, tools and objects of information
infrastructure.

If we classify the countries of the world according to the level of digitalization,
we can distinguish 4 levels of population development: 1) constrained - the level of
digitalization of the economy 1-29% (65 countries - Ghana and the lion's share of
Africa, Hungary, Vietnam, etc.); 2) emerging - the level of digitalization of the
economy 29-39% (19 countries - Tatarstan, Kazakhstan, China, etc.); 3) transitional -
the level of digitalization of the economy 39-49% (28 countries - Peru, Brazil, Mexico,
Ukraine, etc.); 4) advanced development - the degree of digitalization of the economy
more than 49% (37 countries - the United States, Finland, Sweden, Norway, France,

Germany, etc.) [2]
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According to a study by analysts of the UN Development Program according to

PWC criteria, the economy of Ukraine was classified as the third level, which may
confirm the reliability of increasing the possibility of ICT in the country. In terms of
gross domestic product per capita, Ukraine ranks 133rd and 84th in the HDI rankings.

Also, it can be noted that the fourth level is developed countries, where the level
of digitalization 1s higher. These countries are characterized by a high level of GDP
per capita and an indicator of human development. Thus, the level of GDP per capita
and the human development indicator are directly proportional to the level of the
country's digital economy.

In Ukraine, digitalization in the potential of opportunities can become a basis for
stimulating economic growth, the basis of a new path of development in terms of
depletion of traditional raw materials for the domestic economy. It is clear that the key
to the success of digital modernization of the economy is a comprehensive study of the

digitalization process [3].

1.2 Characteristics of economic factors affected by the level of digitalization

of the country

At the beginning of the study it is necessary to determine the indicators that will
be used in the calculation process and which will characterize, on the one hand, the
degree of digitalization of countries, and on the other hand, the level of their economic
development. The Digital Development Level (DDL) index, determined by the e-
Governance Academy Foundation, was chosen for the first feature, based on the degree
of development of information and communication technologies and network readiness
of countries to implement and use the latest technologies. This indicator shows how
fast the digital society in the country is developing. The higher its value, the more
powerful are the processes of digitalization and informatization of the country.

For the second feature, 11 indicators were selected, which are used in various

scientific studies to analyze the economic development of countries:
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— Gross Domestic Product Per Capita (GDP) — gross domestic product per

capita. This is a key indicator that characterizes the level of economic development and
represents the sum of gross value added of all resident producers, including all taxes,
but excluding subsidies on products, depreciation of assets, depletion of natural
resources spent on production;

— Inflation in Consumer Prices (ICP) — inflation rate, expressed in consumer
prices. This is the most commonly used indicator for characterizing the economic
development of countries, showing the percentage of changes in the prices of the
consumer basket of goods and services consumed by households. The highest inflation
rates indicate low rates of economic development and inefficiency of public
administration in economic development and policy;

— Unemployment Total (UT) — unemployment rate. It is a part of the labor
force that does not have a job, but is at the stage of its active search. Its high level is
typical of countries with low economic and social development;

— Vulnerable Employment Total (VET) — level of vulnerable employment.
Shows the level of self-employed and family workers without receiving compensation
for their work. High values of this indicator are typical for countries with low rates of
economic development and typical for economies with a large agricultural sector and
low level of industry;

— Government Expenditure On Education (GEE) — government spending on
education. Characterize the level of economic development and provides for public
expenditures, financed by transfers from international sources of government, for the
formation of a quality education system in the country;

— Revenue Excluding Grants (REG) — income excluding grants. This is an
indicator that includes all the country's cash receipts from taxes, social security
contributions and other revenues (fines, fees, rents and income from property or sales).
It can probably indirectly depend on the level of digitalization of the country as a source
of additional income;

— High-technology Exports (THE) — export of high technologies. It is an

indicator that characterizes the level of development of the industry sector related to



13
research and development in the field of high technology, which indicates the high rate

of development of the computer, digital and information technology industry;

— General Government Final Consumption Expenditure (GGFCE) — final
consumption expenditure of the general government sector. Related to the
government's current expenditures on goods and services, national defense and security
expenditures, which also include cybersecurity expenditures in the country;

— Life Expectancy at Birth (LE) — life expectancy. It is an indicator of the
quality of life, level of economic and social development of countries. Its highest
values correspond to economically developed countries, and the lowest are
characteristic of the least developed countries;

— Ease of Doing Business Score (EDB) — assessment of ease of doing business.
It is an important indicator of how many countries have created the conditions for
organizing and conducting business by different economic entities. Its value, which is
close to 100, indicates the most favorable conditions for economic activity, which
provides increased economic development through increased tax payments, increased
gross domestic product, increased employment, etc;

— Wage and Salaried Workers (WSW) — hired and paid workers. Shows the
total number of specialists who are employed in the public and private sectors and
receive remuneration in the form of salaries, bonuses, commissions, etc. The highest
value corresponds to countries with a high level of economic development.

Empirical data of selected indicators were taken for 138 countries in 2019 from
the official Internet resource World Bank and e-Governance Academy Foundation. We
import input using the Python programming language [4], namely the Pandas library,

which provides ample opportunities for data analysis (Fig. 1.1):



Country

0 Afghanistan

1 Albania
2 Algeria
3 Angola
4 Armenia
1.3

DDL
19.50
48.74
42.81
22.69
55.06

GDP
516.747871
5246.292306
3306.858208
1776.166868
4266.018074

ICP
2.300000 M
1.620887 11
2.415131 12

uT VET

.73 79.360001
.70 51.200001

.83 27640001

17100000 770 73.710000

1.211436 20.21 33.070001

THE

0.0
5055767.0
9027398.0
77770742.0
28749973.0

EDB

wsw
17.809999
45.730000
67.709999
21.490000
66.029999

GGFCE

44.06497 0.000000e+00

67.74847 1.797136e+09

48.59758 2.916543e+10

41.28838 5.927841e+09

74.49401 2.027079e+09

GEE
10.253860
13.435470

16.549191
6.467230
8.682490

LE
64.833
78.573
76.880
61.147
75.087

Figure 1.1 - Import input data

Conceptual research model

REG
1.303926e+01
4.253680e+11

0.000000e+00
2.026102e+01
1.566552e+12

THE

0.0
5055767.0
9027398.0
77770742.0
28749973.0

14

EDB
44.06497
67.74847
4859758
41.28838

74.49401

In order to systematize the future analysis, a conceptual model of the study was

created (Fig. 1.2). In the first step, indicators are selected, statistical analysis is

performed using the Python programming language. The data are analyzed by

calculating the main statistical characteristics, then they are grouped by specific

characteristics and the distribution of each of the characteristics 1s built. A correlation

matrix 1s calculated, which identifies variables with a strong relationship that is taken

into account in the regression process. To determine the map of clusters of countries, the

method of main components will be applied to the factors that characterize economic

development, inorder to eliminate multicollinearity between them and reduce the

dimensionality ofdata.
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13 variables:

DDL, _
Country, GDP * Incoming data

etc

Primary .
analysis of * Analysis of

input data data

Correlations, box

graphs and * Visualization
scatter plots
Correlation
analysis and + Elimination of
principal multicollinearity
components
\___method
Cluster * Construction of
analysis cluster maps
Forecast M :
* Modelin
models 8
Formation of
groups of countries
with similar levels * Output data

of digitalization
\ ’

Figure 1.2 - Conceptual research model

The main components are selected. The number of the most optimal clusters 1s
determined on the basis of the Elbow Method. In the last step, forecast models are built
that demonstrate the impact of digitalization on the most correlated factors that

characterize economic development.
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2 STATISTICAL ANALYSIS OF THE INFLUENCE OF THE LEVEL OF

DIGITALIZATION OF THE COUNTRY ON ITS ECONOMIC DEVELOPMENT

2.1 Calculation and analysis of basic statistics

We will perform a statistical analysis, which will determine the main statistical
characteristics of each numerical feature, using the method describe (): count - the total
number of observations, mean - the average value of the sample, max - maximum
value, min - minimum value, std - standard deviation, 25% - the first quartile, 50% -

the second quartile, 75% - the third quartile (Fig. 2.1).

DDL GDP ICP uT VET wsw GEE REG THE EDB

count 138.000000 138.000000 138.000000 138.000000 138.000000 138.000000 138.000000 1.380000e+02 1.380000e+02 138.000000
mean  51.857391 15834.450702  4.765994 7626159 33797102 62953116 13.404825 1.838869e+13 1.777898e+10  66.617098
std  18.866114 20791.411642 13.996997 4.894541 25559928 25.028640 5.311128 1.676105e+14 7.076923e+10  12.205490
min  11.300000 238990726  -2.540315 0.310000 0.140000 7.400000  0.000000 0.000000e+00 0.000000e+00 32.685520
25% 35.175000  2397.379487  0.499698  4.462500 10712500 45.670000 10.605022 2.714367e+01 1.123318e+07  59.131052
50% 52.085000 6103.306413 2428515  6.255000 27.985001 68.134998  13.273515 8.524265e+10 2.234174e+08 68.835555
75% 66.590000 20365.874941  4.023606 9.370000 51487501 85.032498 16.326357 1.046536e+12 4.357825e+09 76.478655
max 84170000 116014.602497 150.322724 28.740000 92.250000 99.589996 28.839149 1.955102e+15 7.576827e+11 86.764650

Figure 2.1 - Statistical characteristics of numerical features

The following conclusions were obtained from Figure 2.1:

1) average total income, excluding grants - 1.838869, standard deviation -
1.676105, minimum and maximum values of 0 and 1.955102, respectively;

2) the average value of inflation and consumer prices - 4.76599, the standard
deviation - 13.99699, the minimum and maximum values - -2 and 150, respectively.

Find the missing values in this object of a number of each numeric feature using

the isnull () method. Analyzing Fig. 2.2, there are no missed objects in this row.
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Country
DDL

GDP

ICP

utT

VET
WSW

GEE

REG

THE

EDB
GGFCE
LE 0
dtype: int64

Figure 2.2 - Missing values in rows

0
0
0
0
0
0
0
0
0
0
0
0

2.2 Visualization of the main factors

We are initializing the environment for visualization, for which we will import
the most important libraries and tools, which will allow us to build better graphics (Fig.

2.3):

import numpy as np

import pandas as pd
pd.options.display.max_columns = 12
#Disable warnings in Anaconda
import warnings
warnings.simplefilter('ignore")

#iWe will display plots right inside Jupiter Notebook
%matplotlib inline

import matplotlib.pyplot as plt

#iWe will use the Seaborn Library
import seaborn as sns

sns.set()
#Graphics in SVG format are more sharp and legible
wconfig InlineBackend.figure_format = "svg"

from pylab import rcParams
rcParams[ 'figure.figsize'] = 5,4

Figure 2.3 - Initialization of the software environment

Universal analysis considers only one variable over time. Analyzing a variable
independently, as a rule, researchers are mostly interested in the distribution of its
values, so we ignore other variables in the data set. Consider different statistical types

of variables and perform a visual analysis [5].
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Quantitative features acquire ordered numerical values. These values can be

discrete, like integers, or continuous, like real numbers, and usually express counting

or measuring.

The seaborn library was used to visualize the data. This is a top-level API library

based on the matplotlib library. Seaborn contains more adequate default graphics

settings. A "complex" type of scatterplotmatrix (Fig. 2.4) was used for the graphs.

This visualization will help to see different variables in one picture, such as GDP per

capita, overall unemployment, and an indicator of inflation and consumer prices.

Figure 2.4 shows a fragment of the distribution graphs. Appendix B provides graphs

for all variables.
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Figure 2.4 - Fragment of the scattering matrix

As we can see, the histograms of the distribution of functions are located on the

diagonal of the graph matrix. The rest of the charts are regular scatter charts for the

corresponding pairs of objects, which are the most obvious example of the relationship



19

between two quantitative variables. The dot on the diagram means the values of two
variables for one observation at a time [6].

Thus, histograms show that the variables do not meet the law of normal
distribution, which must be taken into account in the process of constructing
regressions, and scatter plots show the presence of emissions.

A box graph, also known as a Whiskers graph, was used to represent variables
to display the sum of a set of data values that have properties such as minimum quatrtile,
median, third quartile, and maximum. The box diagram creates a box from the first
quartile to the third quartile, and there is also a vertical line that passes through the box
along the median. Here, the x-axis indicates the data to be constructed, and the y-axis
indicates the frequency distribution [7].

Figure 2.5 shows a graph of the level of digital development. Visualization of

box graphs for other variables is presented in Appendix B.

70 1

10 1

DDL

Figure 2.5 - Box graph of the digital development level index

From Visualization 2.5 you can see that there are no emissions. As for other
indicators, there are anomalous values for: the level of inflation, expressed in consumer
prices (Fig. A.2); final consumption expenditure of the general government sector (Fig.

A.3); export of high technologies (Fig. A.5); income excluding grants (Fig. A.6);
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government spending on education (Fig. A.8); unemployment (Fig. A.9); estimates of
ease of doing business (Fig. A.10) and life expectancy (Fig. A.11).

Emissions indicate the heterogeneity of the series, but this is due to the fact that
data are collected for different countries with different levels of economic
development, ie there is a significant difference in the development of the most
developed countries and those classified as least developed, which determines

emissions.

2.3 Correlation analysis and principal components method

Correlation analysis is a study of the stochastic relationship between quantities
that are random. Correlation (from the Latin Correlatio - relationship) is a statistical
relationship between random variables, which is probabilistic [8]. The main task of the
analysis 1s to find out the existence of a significant dependence of one variable on
others. It is also an estimate of correlation coefficients; checking the significance of
sample correlation coefficients or correlation ratios [9].

For example, if we compare the indicators of variables in the presented data
set, we have that in most cases it is a positive correlation or direct relationship. If the
growth of one variable is carried out by decreasing the values of another, then these are
signs of negative correlation, compared to our variables, we have no negative
correlation. Zero 1s a correlation in the absence of a variable. However, a zero overall
correlation can only indicate the absence of a linear relationship, and not the absence
of any statistical relationship at all. Some variables have zero correlation. Consider the
ratio of quantitative features, for which we construct a correlation matrix in the form
of a thermal map (Fig. 2.6). It is important to know this information because there are
algorithms such as linear and logistic regression that do not order highly correlated
input variables. We use the corr () method, which calculates the correlation between

each pair of functions.
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-100
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0.25

0.00

-0.25

-0.50

-0.75

EEEE

DDL GDP ICP ut VET WSW GEE
DDL 1.000000 0.769181 -0.253898 0.042690 -0.864934 0.862447 -0.166523
GDP 0.769181 1.000000 -0.197353 -0.123026 -0.615715 0.616550 -0.117658
ICP -0.253898 -0.197353 1.000000 0.182204 0.187311 -0.183726 0.060792
uT 0.042690 -0.123026 0.182204 1.000000 -0.211589 0.189453 -0.090955
VET -0.864934 -0.615715 0.187311 -0.211589 1.000000 -0.996381 @.139400
WSW 0.862447 0.616550 -0.183726 @.189453 -0.996381 1.000000 -0.137218
GEE -0.166523 -0.117658 ©.060792 -0.090955 0.139400 -0.137218 1.000000
REG  -0.023722 -0.059167 -0.020325 -0.046836 0.055211 -0.057335 0.063797
THE 0.215006 0.166847 -0.060918 -0.127999 -0.095615 0.099339 -0.058921
EDB 0.799712 0.545734 -0.314673 -0.046454 -0.674374 0.678091 -0.083462
GGFCE 0.290228 0.287648 -0.067638 -0.064451 -0.187410 0.193775 -0.251719
LE 0.863871 0.657560 -0.239601 0.048150 -0.796437 0.787626 -0.119078

REG THE EDB GGFCE LE
DDL  -0.023722 0.215006 ©.799712 0.290228 0.863871
GDP  -0.059167 0.166847 ©.545734 0.287648 0.657560
ICP -0.020325 -0.060918 -0.314673 -0.067638 -0.239601
uT -0.046836 -0.127999 -0.046454 -0.064451 0.048150
VET 0.055211 -0.095615 -0.674374 -0.187410 -0.796437
WSW  -0.057335 0.099339 0.678091 0.193775 0.787626
GEE 0.063797 -0.058921 -0.083462 -0.251719 -0.119078
REG 1.000000 -0.011071 0.024691 0.000251 -0.024255
THE -0.011071 1.000000 0.231369 0.729089 0.181407
EDB 0.024691 0.231369 1.000000 @.264590 0.697520
GGFCE 0.000251 0.729089 0.264590 1.000000 0.212717
LE -0.024255 0.181407 0.697520 0.212717 1.000000

Figure 2.6 - Correlation matrix
The results presented in Figure 2.6 show that there is a strong correlation

between the level of digital development and factors such as gross domestic product,
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vulnerable employment, hired and paid workers, assessment of ease of doing business
and life expectancy. correlations more than 0.7), which indicates the formation of close
interactions between individual factors of economic development and digitalization.

At the same time, it can be seen that there is also a strong correlation between
these economic indicators, which is due to similar general trends in these factors. Other
indicators correlate at the weak (0 - 0.3) and medium (0.3 - 0.7) levels. A high level of
correlation will give biased estimates, so this should be taken into account when
constructing an analysis.

For the clustering procedure we leave the composition of indicators at the
primary level, but since there is a strong correlation between some of them, ie there is
a phenomenon of multicollinearity, we use the principal components method, which
will reduce the dimensionality of initial data, eliminate multicollinearity and take into
account which are weakly correlated. The latter is possible due to the fact that the input
data are spatial rather than temporal, so even minor effects of indicators can contribute
to more accurate cluster identification for a given country.

PCA — principal component analysis — a method in statistics for factor analysis
that uses orthogonal transformation of a set of observations with possibly related
variables and is used to eliminate multicollinearity in an array of variables [10].

To apply the method of main components, we use only those indicators that
characterize the level of economic development of the country. Its results are presented
in Figure 2.7, where we can see that the most optimal for the study are six vectors for
which the accumulated variance is 0.8914, and the level of significance of each of the
components exceeds 0.05. Appendix C provides program code for executing the

Principal Component Method.
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Cumulative Yariance Ratio Explained Variance Rat

cumulative explained variance

4 6
number of components

10

0419872
0.561056
0.666309
0.743948
0.828524
0.691385

Figure 2.7 - The result of the principal components method
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Using the pca.transform method, the values of the 6 main components were

obtained (Fig. 2.8).
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Figure 2.8 - The value of the obtained components
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3 CLUSTER ANALYSIS AND MODELS OF FORECASTING THE INFLUENCE
OF THE LEVEL OF DIGITALIZATION OF A COUNTRY ON ITS ECONOMIC

DEVELOPMENT

3.1 Cluster analysis of countries by level of digitalization taking into account the

level of economic development

The data obtained from the application of the principal components method and

the digital development level indicator formed a set of data that will be used for cluster

analysis. In this case, the level of digital development will be input, and the resulting

components of economic development indicators - output, ie take into account the

possibility of the impact of digitalization processes on a set of factors of economic

development. To optimize the clustering procedure, we use the "Elbow Method",

which will determine the optimal number of clusters. Its results are presented in Figure

3.1. Appendix D provides program code for executing the Elbow Method.

1400

1200

1000

Distortion

400

The Elbow Method showing the optimal k

1 2 3 4 5 6 7 8 9
3

Figure 3.1 - Results of the application of "Elbow Method"

In Figure 3.1 we can see that the points of change of the curve direction are 2, 5

and 7 clusters. The use of two and five clusters for these 138 countries is impractical,
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as the resulting clusters will not demonstrate an adequate distribution of countries in

terms of digital and economic development. Therefore, for the further clustering

procedure we use 7 clusters, the feasibility of which will also be confirmed by the

lowest level of maximum and average quantization error, the value of which goes to

zero (Figure 3.2).

The clustering process was performed using the k — means method using the

Deductor Studio Academic analytical package. Deductor is a technology platform from

Loginom to create applied analytical solutions that use the latest methods of data

extraction, manipulation, visualization, clustering, forecasting and other technologies

of data mining [11].
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CpeaHan ownbka keaHToBaHua: 0,02682944593
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CpepaHan ownbka keaHToBaHua: 0,02825024072

Figure 3.2 - Cluster diagram of countries taking into account quantization errors
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We visualize the obtained clusters of countries with the built-in capabilities of

the MS Excel software product and build a map (Figure 3.3).

n2
ms

L%
ms
L]

ma

Figure 3.3 - Map of clusters of countries taking into account the impact of the level of

their digitalization on economic development

The sixth cluster was the most powerful, which included 25 countries:
Australia, the United States, Great Britain, Austria, Canada, Germany, France,
Norway, the Netherlands, Finland and others. It is characterized by the highest average
level of digitization - 78.7720, a standard error of 0.6642, a standard deviation of
3.3209. This segment is represented by countries with the highest level of economic
development, life expectancy, employment, ease of doing business.The least powerful
is the zero cluster (Figure 3.3), which includes only 12 countries: Algeria, Bolivia,
Botswana, El Salvador, Ghana, Guyana, India, Kyrgyzstan, Libya, Paraguay, Sri
Lanka, Tonga. Its average value of the digitization level is 41.8917, the standard error
1s 0.3902, the standard deviation is 1.3515, and the significance is 93%. It should be
noted that the countries of this segment are among those that are economically

developing and have a level of digitalization below average.
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3.2 Construction of models for predicting the impact of digitalization on the

factors of economic development

Linear regression is a regression model that is very often used in statistics to
explain the dependence of one variable, which is Y, on another or many other variables,
X, which are factors.

The linear regression model is the most widely used and studied in econometrics.
Namely, the properties of the estimates of the parameters obtained by different methods
under certain assumptions about the probabilistic characteristics of factors and random
errors of the model are studied. Boundary (asymptotic) properties of estimates of
nonlinear models are also derived based on the approximation of the latter by linear
models. It should be noted that from an econometric point of view, linearity by
parameters is more important than linearity by model factors [12].

Linear regression equations in general:

f(x,b) = by + by * x1 + by * x5+ by * xy, (3.1
where: b, — regression parameters (coefficients),
X — regressors (model factors),

k — number of model factors.

The linear regression coefficients show the rate of change of the dependent
variable for this factor. Appendix F provides program code for executing the Liner

Regressions.

X = dif.drop(‘[*DDLY, " Country®, ‘Cluster*], axis=1)
y = df['DDL']

X = sm.add_constant(X)
model = sm.OLS(y, X).fit()

predictions = model.predict(X)

print_model = model.summary()
print(print_model)

Figure 3.4 - Construction of linear regression
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As a result, the following characteristics of linear regression were obtained (Fig. 3.5):

OLS Regression Results

Dep. Variable: DDL R—squared: 9.912
Model: oLs Adj. R—squared: 9.905
Method: Least Squares F—statistic: 131.6
Date: Mon, 24 Jan 2022 Prob (F—statistic): 5.33e-62
Time: 17:34:14 Log—Likelihood: —433.00
No. Observations: 138 AIC: 888.0
Df Residuals: 127 BIC: 920.2
Df Model: 10
Covariance Type: nonrobust

coef std err t P>|t] [0.025 ©.9751]
const —0.0031 0.001 —-2.666 90.009 —0.005 —0.001
GDP 9.0002 3.46e-05 6.805 9.000 0.000 ©.000
ICP 9.0029 0.038 2.075 0.940 —-0.073 ©2.079
uT —0.0034 9.113 —-0.031 9.976 —-0.227 2.220
VET —0.4050 0.077 -5.272 0.000 —0.557 —-0.253
wsw —0.1528 0.098 —-1.555 90.122 —0.347 @.042
GEE —0.1381 0.099 —-1.389 0.167 —0.335 ©.059
REG 1.378e-15 3e-15 2.460 0.646 —4.55e-15 7.31e-15
THE 1.007e—-11 1.07e—-11 2.941 9.349 —1l.11le-11 3.12e-11
EDB @.3970 0.063 6.303 9.000 0.272 9.522
GGFCE —3.816e-14 2.14e-12 —-0.018 0.986 —4.27e—-12 4.19%e—-12
LE ©.6310 0.122 5.175 0.000 0.390 ©.872
Omnibus: 13.179 Durbin—-Watson: 2.110
Prob(Omnibus): 0.001 Jarque—Bera (JB): 17.758
Skew: —0.545 Prob(JdB): ©.000139
Kurtosis: 4.379 Cond. No. 9.49e+15

Figure 3.5 - Linear regression

The value of p for most variables is less than 0.05, except 7, so we will remove

them from the model (Fig. 3.6):

X2 = df.drop(['DDL", 'Country"',
y = df['DDL"]

'GGFCE','UT','ICP','REG', 'THE', 'GEE', 'WSW', 'Cluster'], axis=1)

Figure 3.6 - Elimination of variables that are not statistically significant

The result was the following linear regression (Fig. 3.7):
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OLS Regression Results

Dep. Variable: DDL R—-squared: 0.909
Model: oLS Adj. R—squared: 0.907
Method: Least Squares F—-statistic: 333.3
Date: Mon, 24 Jan 2022 Prob (F—-statistic): 2.96e-68
Time: 17:34:14 Log-Likelihood: —-435.06
No. Observations: 138 AIC: 880.1
Df Residuals: 133 BIC: 894.8
Df Model: 4
Covariance Type: nonrobust

coef std err t P>|t| [0.025 0.9751
const —-21.6426 10.306 -2.100 0.038 —-42.028 -1.258
GDP 0.0002 3.23e-05 7.301 0.000 0.000 0.000
VET —-0.2458 0.034 -7.311 0.000 -0.312 -0.179
EDB 0.4062 0.059 6.890 0.000 0.290 0.523
LE 0.6897 0.137 5.043 0.000 90.419 0.960
Omnibus: 11.889 Durbin—-Watson: 2.072
Prob(Omnibus): 0.003 Jarque—-Bera (JB): 14.046
Skew: —-0.558 Prob(JB): 0.000891
Kurtosis: 4.095 Cond. No. 5.47e+05

Figure 3.7 - Linear regression

Linear regression equation:

f(x,b) = 0,002 + (—0,2458) * x; + 0,4062 * x, + 0,6897 x5  (3.2)

We can draw conclusions from linear regression. The level of digitalization of
the country is influenced by such economic factors as: the level of GDP per capita; life
expectancy; the level of vulnerable employment without receiving compensation for
work; assessment of ease of doing business.

In the last step, we will build forecast models for those indicators that have the
highest value of the correlation between the level of digital development and individual
factors that characterize the level of economic development. The following indicators
were: GDP per capita (0.7692); total life expectancy at birth (0.8639); ease of doing
business (0.7997); vulnerable employment (-0.8649). For prediction we use linear,
quadratic and cubic regressions.

Figure 3.8 presents three models - linear, quadratic, cubic regression, which
show the dependence of gross domestic product on the level of its digitization, as well

as coefficients of determination to assess their quality.
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Figure 3.8 - Models of forecasting gross domestic product per capita depending

on the level of its digitization

Its highest value is shown by cubic regression, and the lowest - linear. This
criterion has the property - to increase with the number of factors in the model. But in
this figure we can see that it is the cubic model more accurately reproduces the nature
of the dependence of gross domestic product of the country on the level of its
digitization. Also, the rms error is smaller for the cubic model. Therefore, it is

expedient to predict, and its equation will look like (3.3):
y; = 0,4996x3 — 49,9211x2% + 1682,9673x — 16485,0826 (3.3)
Figure 3.9 shows linear, quadratic, cubic regressions, which show the

dependence of the level of vulnerable employment in the country on the level of its

digitalization.
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Figure 3.9 - Models for forecasting the level of vulnerable employment in the country

depending on the level of its digitalization

The calculated values of the coefficients of determination are quite close for the
three models and correspond to the good quality of the forecast models. When
comparing the values of the root mean square error, it turned out that the values
obtained by cubic and quadratic models are quite close. But if we predict these models
a few steps ahead, it turns out that the cubic model is quite sensitive and shows a sharp
increase compared to the quadratic model. Therefore, the latter is more suitable for

forecasting vulnerable employment (equation (3.4)):

y; = 0,0111x2 — 2,3139x + 119,9222, (3.4)

Figure 3.10 shows models for forecasting the volume of employees and paid

employees of the country depending on the level of its digitalization.
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Figure 3.10 - Models for forecasting the number of employees and paid employees of

the country depending on the level of its digitalization.

The obtained values of the coefficients of determination for the constructed
models are close and testify to the good quality of the forecast models. The cubic model
has the smallest value of standard error, but when using it for forecasting, it shows a
rather pessimistic version of the dependence, so in this case it is better to use a quadratic

model that is not so sensitive. Therefore, its equation will take the form (3.5):

y; = —0,0104x* + 2,2091x — 20,0242 3.5

Linear, quadratic and cubic models were also constructed to predict the impact
of the level of digitalization on the assessment of ease of doing business (Figure 3.11).
The values of the coefficients of determination are close to the three models and
demonstrate the quality of predictive models above average, which is a sufficient
indicator for real statistics. Similar values of standard error were also obtained. When
using the built models for forecasting a few steps ahead, it was found that all three
show similar trends in the forecast, so in practice we can use three models, although

the most accurate is the cubic model (equation (3.6)):
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y; = —0,000018x3 — 0,000898x2 + 0,766258x + 33,157690. (3.6)

- linear (d=1),R*=0.64
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Figure 3.11 - Models of forecasting the assessment of the ease of doing business in

the country depending on the level of its digitization

Figure 3.12 presents models for forecasting life expectancy in the country
depending on the level of its digitalization, which demonstrate almost the same quality.
When forecasting a few steps ahead, they also show the same trends and roughly the

same forecast values.

We can conclude that all three equations are quite suitable for prediction

(equation (3.7) - (3.9)):

y; = 0,3061x + 58,0875, (3.7)

y; = —0,0016x? + 0,4709x + 54,4289, (3.8)

y; = 0,000021x3 — 0,004729x% + 0,614802x + 52,476635. (3.9)
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Figure 3.12 - Models of forecasting life expectancy in the country depending on the

level of its digitization
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CONCLUSIONS

This study reveals the problem of determining the impact of the level of
digitalization of the country on the factors that characterize its economic development.
The indicator of the level of digital development, which was selected for 138 countries
in 2019, was identified as an indicator of impact. The factors that characterize
economic development were: gross domestic product per capita, inflation, expressed
in consumer prices, unemployment, the level of vulnerable employment, government
spending on education, income excluding grants, high technology exports, final costs
consumption of the general government sector, life expectancy, assessment of ease of
doing business and employees.

For this purpose, statistical analysis was performed and cluster analysis was built
using the Python programming language. The data were analyzed by calculating the
main statistical characteristics, then they were grouped by specific characteristics and
the distribution of each of the characteristics was built. As a result, 1t was found that
the distribution of variables is different, which will be taken into account in the
simulation process. A correlation matrix was calculated in which variables with a
strong correlation were identified, which was taken into account in the regression
construction process.

As a result of constructing a correlation matrix for selected factors, it was found
that the most correlated are gross domestic product per capita, life expectancy,
assessment of ease of doing business, vulnerable employment and employees and paid
workers. This is due to the fact that these indicators have a general trend. It was also
found that these factors also have a close linear relationship with the level of
digitization, which indicates the possibility of their mutual influence.

To determine the clusters of countries, the principal components method was
applied to the factors that characterize economic development, in order to eliminate
multicollinearity between them and reduce the dimensionality of data. As a result, six

main components were selected. Based on the Elbow Method, it was determined that
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the most optimal will be the division of data into 7 clusters. The implementation of k-
means clustering allowed to identify clusters that were formed at the expense of
countries close in both the level of digitalization and the level of economic
development.

In the last step, forecast models were built that demonstrate the impact of
digitalization on the most correlated factors that characterize economic development.
It is established that for forecasting the gross domestic product of the country and ease
of doing business it is advisable to use a cubic log, vulnerable employment, the number
of employees - square, the total life expectancy can be used linear, quadratic and cubic

models.
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Appendix A

SUMMARY
Litsman M. A. Analysis and forecasting the impact of the country's digitalization
level on its economic development. Qualifying work of the bachelor. Sumy State
University, Sumy, 2022.

Indicators were selected. The data was analyzed by calculating the main
statistical characteristics. A correlation matrix was calculated. It was determined the
map of clusters of countries.

The main components were selected. The number of the most optimal clusters
was determined on the basis of the Elbow Method. In the last step, forecast models
were built that demonstrate the impact of digitalization on the most correlated factors
that characterize economic development.

Keywords: digitalization, economic development, cluster analysis, principal
components method, polynomial regression.

AHOTALIS

Jlinman M. A. AHali3 Ta IpOTrHO3YBaHHS BIUIUBY PiBHS HU(POBI3aIlil KpaiHU
Ha 11 exoHOMIuHUM po3BUTOK. KBamidikamiiina poGorta OakanaBpa. Cymcbkuit
nepkaBHUM yHiBepcuret, Cymu, 2022.

bynu BimiOpani mnoka3zHuku. JlaHi TpoaHaNI30BaHO NUISIXOM PO3pPaXyHKY
OCHOBHHUX CTaTUCTUYHUX XapaKTEepUCTUK. byla po3paxoBaHa KopeisiiiiHa MaTPHUIIS.
byna Bu3HaueHa kapTa KjIacTepiB KpaiH.

[Tinibpano OCHOBHI KOMMOHEHTH. KuUIBKICTh HAWOUIBII ONTUMAIBHUX
KJIaCTepiB BU3HAUYaJ U Ha OCHOBI “JlikThOBOTO” Metony. Ha ocranHbOMy Kpoli Oyiu
mo0y/10BaH1 MPOTHO3H1 MOJENI, sIKI IEMOHCTPYIOTh BILTUB IU(poBi3allii Ha HaWO1IbIIT
KOpeaboBaHi (JaKTOpH, 10 XapaKTEPU3YIOTh EKOHOMIUHHUI PO3BUTOK.

KurouoBi cioBa: nudposizailisi, EKOHOMIYHUN PO3BUTOK, KIIACTEPHUI aHaTI3,

METOJI TOJIOBHUX KOMITOHEHTIB, ITOJIIHOMIaIbHA perpecis.
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Visualization of variables
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Figure B.1 - Matrix scattering matrix
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Figure B.3 - Box schedule of final consumption expenditures of the general

government sector
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Figure B.4 - Box schedule of variable vulnerable employment
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Figure B.7 - Box schedule of employees' variable

45



Figure B.8 - Box schedule of government spending on education
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Figure B.9 - Box graph of the unemployment rate
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Figure B.10 - Box schedule for assessing the ease of doing business
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Figure B.11 - Box graph of life expectancy
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Appendix C

Program code for executing the Principal Component Method
In [114]: 1 df_new = df.drop([ ‘Country'], axis=1)

In [115]: sc=Standardscaler()
scaler = sc.fit(df_new)
df_new scaled = scaler.transform(df_new)

In [116]: 1 from sklearn.decomposition import PCA

2 pca_test = PCA(n_components=12)

3 pca_test.fit(df_new scaled) #pca test.fit(trainxX scaled)
4 sns.set(style="whitegrid"')

> plt.plot(np.cumsum(pca_test.explained variance_ratio ))
6 plt.xlabel( 'number of components')

7 plt.ylabel( 'cumulative explained variance')

2 plt.axvline(linewidth=4, color='r', linestyle = '--', x=6, ymin=0, ymax=1)
9 display(plt.show())
10 evr = pca_test.explained variance_ratio_
11 cvr = np.cumsum(pca_test.explained_variance_ratio )
12 pca_df = pd.DataFrame()
13 pca_df[ 'Cumulative variance Ratio'] = cvr
14 pca_df[ 'Explained variance Ratio'] = evr
15 display(pca_df.head(56))

In [117]: I pca = PCA(n_components=6)
2 pca.fit(df _new scaled)
3 df_pca = pca.transform(df_new scaled)



In [135]:

In [122]:

Appendix D

Program code for executing the Elbow Method

distortions = []

K =
for

plt.
plt.
plt.
plt.
plt.
plt.

range(1,10)

k in K:

kmeaniodel = KMeans{n_clusters=k)
kmeantodel. fit(df pca)
distortions.append(kmeanModel. inertia )

figure(figsize=(16,8))

plot(K, distortions, 'bx-"')

xlabel( "k")

ylabel( 'Distortion")

title('The Elbow Method showing the optimal k')
show()
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In [12]:

In [27]:

Appendix E

Program code for executing the Nonliner Regressions

=

from sklearn.preprocessing import PolynomialFeatures
2 from sklearn.linear_model import LinearRegression

1 X
2 ¥

df[['DDL']].values
df ['GDP'].values

regr = LinearRegression()

# creote guodrotic feotures

quadratic = PolynomialFeatures{degree=2)
& cublc = PolynomialFeatures{degree=3)

2 X_quad = quadratic.fit_transform{x)

14 X_cubic = cubic.fit_transform{x)

12 # fit feotures
12 X_fit = np.arange{X.min(), X.max{), 1)[:, np.newaxis]

15 regr = regr.fit{x, v)

16y lin_fit = regr.predict(x_fit)

17 linear_r2 = r2_score(y, regr.predict{x))

1% linear_mMSE = mean_squared_error(y, regr.predict(x))

21 regr = regr.fit{x_quad, y)

21y _quad_fit = regr.predict{quadratic.fit_transform{x_fit))
22 quadratic_r2 = r2_scorefy, regr.predict(xX_quad))

22 quadratic_mMSE = mean_squared_error(y, regr.predict(x_quad))

25 regr = regr.fit{xX_cubic, ¥)

26y _cubic_fit = regr.predict{cubic.fit_transform{x_fit))
27 cubic_r2 = rz2_scorefy, regr.predict(X_cubic))

2% cubic_MSE = mean_squared_erroriy, regr.predict{x_cubic))

38 # plot results
31 plt.scatter{x, y, label='training points', color='lightgray')

plt.plot{xX_fit, y_lin_fit,

34 label='linear (d=1), $R°2={:.2f}$'.format(linear_r2),
35 color='blue',
£ lw=2,

;? linestyle=":")

29 plt.plot(x_fit, y_quad fit,

40 label='quadratic {d=2), $R"2={:.2f}¢'.format{quadratic_r2),
41 color="red',

42 lw=2,

43 linestyle="-")

a4

45 plt.plot(x_fit, y_cubic_fit,

a6 label='cubic (d=3), $rR"2={:.2f}¢'.format{cubic_r2),

47 color="'green',

a8 lw=2,

49 linestyle='--"}

ca

51 plt.xlabel('Digital Development Level [DDL]')

52 plt.ylabel({'GDP per capita {current US$) [GDF]')
52  plt.legend{loc="upper right')

c4
55 print{"MSE_linear:",linear_mMSE)

56 print("MSE_quadratic:",quadratic_mMsSE)
57 print{"mSE_linear:",cubic_mMSE)

MSE_linear: 175247854.87860048
MSE_quadratic: 96394879.12435687
MSE_linear: S6297892,.7220103
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In [29]:

1 X
2 |¥

df [['DDL']].values
df ['WSW' ] .values

:1 regr = LinearRegression()

6 # creote guodrotic feotures

7 quadratic = PolynomialFeatures(degree=2)
2 cubic = PolynomialFeatures(degree=3)

9 ¥_quad = quadratic.fit_transform(x)

19 ¥_cubic = cubic.fit_transform{x)

12 & fit feotures
1z X_fit = np.arange(xX.min{), X.max{), 1)[:, np.newaxis]

15 regr = regr.fit(x, v

16 v lin_fit = regr.predict(xX_fit)

17 linear_r2 = r2_scorey, regr.predict{x))

1% linear_mMSE = mean_squared_erroriy, regr.predict{x))

2 regr = regr.fit{x_quad, y)

21y quad fit = regr.predict{quadratic.fit_transform{x_fit))
22 quadratic_rz = r2_scorefy, regr.predict{x_quad))

2% quadratic_MSE = mean_squared_error(y, regr.predict(x_quad))

25 regr = regr.fit(x_cubic, )

26 ¥ cublc_fit = regr.predict{cubic.fit_transform({x_fit))
27 cubic_r2z = r2_score(y, regr.predict(X_cubic))

2% cubic_MSE = mean_squared_error(y, regr.predict(x_cubic))

38 & plot results
21 plt.scatter(x, y, label='training points', color='lightgray')

plt.plot{xX_fit, y_lin_fit,

34 label='linear (d=1), $r°2={:.2f}4'.format(linear_r2),
35 color='blue',
£ lw=2,

37 linestyle=":")

22 plt.plot(xX_fit, y_quad fit,

Ealg] label='quadratic (d=2), $rR"2={:.2f}¢'.format{quadratic_r2),
41 color='red',

42 1“:2,

43 linestyle="-")

a4

45 plt.plot{x_fit, v cubic_fit,

a6 label='cubic {d=3), $R"2=:.2f}¢'.format({cubic_r2),

47 color="'green',

48 lw=2,

49 linestyle="--")

51 plt.xlabel{'Digital Development Level [DDL]')

2 plt.ylabel{'wage and salaried workers, total (¥ of total employment) [WSW]')
52 plt.legend{loc='upper right')

54 print("mSE_linear:",linear_mMSE)

55 print("mSE_quadratic:",quadratic_msSE)

56 print{"MmSE_linear:",cubic_mMSE)

MSE_linear: 159.32841863547942
MSE_quadratic: 146.68129187848934
MSE_linear: 140.81227528370402
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In [28]:

(Y

(&)

54
gS

1)

MSE_
MSE_
MSE_

X
¥

df[['DDL']].values
df['VET'].values

regr = Linearregression()

# creote guodrotic feotures

quadratic = PolynomialFeatures{degree=2)
cubic = PolynomialFeatures{degree=3)
X_quad = quadratic.fit_transform{x)
X_cubic = cubic.fit_transform{x)

> & fit feotures

X_fit = np.arange{xX.min(), X.max{), 1)[:, np.newaxis]

regr = regr.fit{x, v}

v lin_fit = regr.predict{x_fit)

linear_r2 = rz_scorey, regr.predict(x))

linear_mMSE = mean_squared_error{y, regr.predict{x))

regr = regr.fit(x_quad, )

y_quad_fit = regr.predict{quadratic.fit_transform{x_fit))
quadratic_r2 = r2_score(y, regr.predict{x_quad))
quadratic_MSE = mean_squared_error{y, regr.predict{xX_quad))

regr = regr.fit(x_cubic, v)

v _cubic_fit = regr.predict{cubic.fit_transform{x_fit))
cubic_r2 = r2_score(y, regr.predict{x_cubic))

cubic_mMSE = mean_squared_errory, regr.predict(x_cubic))

# plot results
plt.scatter(x, y, label='training points', color='lightgray')

plt.plot{x_fit, y_lin_fit,
label='1linear {(d=1), $R*2={:.2f}$'.format{linear_r2),
color='blue',
lw=2,
linestyle=":"')

plt.plot(x_fit, y quad fit,
label="'quadratic {(d=2), $rR*2={:.2f}¢'.format(quadratic_r2),
color="red',
lw=2,
linestyle="-')

plt.plot(xX_fit, vy cubic_fit,
label='cubic {d=3), $rR*2={:.2f}¢'.format(cubic_r2),
color='green',
lw=2,
linestyle="--")

plt.xlabel('Digital Development Level [DDL]')

52

plt.ylabel('vulnerable employment, total (% of total employment) (modeled ILO estimate) [VET]')

plt.legend{loc="upper right')
print{"MmsE_linear:",linear_mSE)
print{"MSE_quadratic:",quadratic_mMSE)
print{"MmsE_linear:",cubic_mSE)

linear: 163.3689668536247
quadratic: 148.8314505G812962
linear: 142.83192935901853



In [38]:

1 X
2 ¥

df[['DDL']].values
df ['EDE'].values

regr = LinearRegression()

# creote guodrotic feotures

quadratic = PolynomialFeatures{degree=2)
% cubic = PolynomialFeatures(degree=3)

2 ¥_quad = quadratic.fit_transform{x)

19 X_cubic = cubic.fit_transform{x)

12 #& Fit feotures
12 X_fit = np.arange{xX.min{), X.max(), 1)[:, np.newaxis]

15 regr = regr.fiti{x, ¥)

16y lin_fit = regr.predict(x_fit)

17 linear_r2 = r2_score(y, regr.predict{x))

1% linear_MSE = mean_squared_error{y, regr.predict{x))

21 regr = regr.fit{x_quad, y)

21 y_quad fit = regr.predict{quadratic.fit_transform{x_fit))
22 quadratic_rz = r2_scorey, regr.predict{xX_quad))

22 quadratic_MSE = mean_squared_error{y, regr.predict{xX_quad))

25 regr = regr.fit{x_cubic, )

26y cubic_fit = regr.predict{cubic.fit_transform{x_fit))
27 cubic_r2 = r2_scorely, regr.predict{x_cubic))

2% cubic_mMSE = mean_squared erroriy, regr.predict{x_cubic))

38 & plot results
21 plt.scatter(x, y, label="training points', color='lightgray')

plt.plot{xX_fit, y_lin_fit,

34 label='linear {d=1), $R*2={:.2f}$'.format{linear_r2},
35 color='blue’',
6 lw=2,

linestyle=":")

=2 plt.plot(x_fit, y_quad fit,

40 label='quadratic {d=2), $R"2={:.2f}¢'.format{quadratic_r2),
41 color="red',

42 lw=2,

43 linestyle="-")

a4

45 plt.plot(xX_fit, y_cubic_fit,

a6 label='cubic (d=3), $R*"2={:.2f}¢'.format{cubic_r2),

47 color="'green',

48 lw=2,

49 linestyle='--"')

51 plt.xlabel{'Digital Development Lewvel [DDL]')
52 plt.ylabel{'Ease of doing business score [EDE]')
5z plt.legend{loc='upper right')

54 print("MmSE_linear:",linear_mSE)

55 print{"MSE_quadratic:",quadratic_msSE)

56 print{"MSE_linear:",cubic_MSE)

MSE_linear: 53.319875531384815
MSE_quadratic: 51.72855079916013
MSE_linear: 51.71584631488399
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In [31]:

1 X
2 ¥

df[['DDL']].values
df['LE'].values

regr = LinearRegression()

# creote guodrotic feotures

quadratic = PolynomialFeatures{degree=2)
2 cubic = PolynomialFeatures(degree=3)

2 X_quad = quadratic.fit_transform{x)

19 X_cublc = cubic.fit_transform(x)

12 # Fit feotures
12 X_fit = np.arange{xX.min{), X.max(), 1)[:, np.newaxis]

14
15 regr = regr.fit{x, v)
16y lin_fit = regr.predict(X_fit)

17 linear_r2 ; rz_score(y, regr.predict(x))
1% linear_MSE = mean_squared_error{y, regr.predict{x))

21 regr = regr.fit{x_quad, )

21 vy quad_fit = regr.predict{quadratic.fit_transform{x_fit))
22 quadratic_r2 = r2_scorefy, regr.predict{xX_quad))

22 quadratic_MSE = mean_squared_error{y, regr.predict{x_quad))

25 regr = regr.fit{x_cubic, v}

26y cubic_fit = regr.predict{cubic.fit_transform{x_fit))
27 cubic_r2z = r2_score(y, regr.predict(x_cubic))

2% cubic_mMSE = mean_squared errory, regr.predict{x_cubic))

38 # plot results
31 plt.scatter(x, y, label='training points', color='lightgray')

plt.plot{xX_fit, y_lin_fit,

34 label='linear {d=1), $R*2={:.2f}$¢'.format(linear_r2},
35 color='blue',
= lw=2,

linestyle=":")

=2 plt.plot{x_fit, y_quad_fit,

48 label='quadratic (d=2), $R*2={:.2f}$'.format{quadratic_r2),
41 color="'red',

42 lw=2,

43 linestyle="-")

44

45 plt.plot{xX_fit, y_cubic_fit,

46 label='cubic (d=3), $R*"2={:.2f}¢'.format{cubic_r2),

47 color='green',

48 lw=2,

49 linestyle='--")

ca

51 plt.xlabel{'Digital Development Level [DDL]')

£z plt.ylabel('Life expectancy at birth, total {vears) [LE]')
5z plt.legend{loc='upper right')

4 print("MSE_linear:",linear_MSE)

55 print{"MSE_quadratic:",quadratic_mSE)

& print("mSE_linear:",cubic_mMSE)

MSE_linear: 11.25735989182837
MSE_quadratic: 18.95476398974836
MSE_linear: 18.93764885326559
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Appendix F

Program code for executing the Liner Regressions

In [33]: 1 X = df.drop([ 'DDL", "Country"', ‘Cluster'], axis=1)
2y =df['DDL"]
In [34]: X = sm.add_constant(X)

1
2 model = sm.0LS(y, X).fit()

;  predictions = model.predict(X)
4

5 print_model = model.summary()
6  print(print_model)

In [35]: 1 X2 = df.drop([ 'DDL", 'Country', 'GGFCE','UT','ICP','REG','THE', 'GEE", 'WSW", 'Cluster'], axis=1)
2 y =df['DDL"]

In [36]: X2 = sm.add_constant(X2)
model2 = sm.OLS(y, X2).fit()

1
3 predictions = model2.predict(X2)
4

print_model2 = model2.summary()
6 print(print_model2)
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